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Abstract

Advances in voice technology and voice user interfaces
(VUIs) — such as Alexa, Siri, and Google Home — have
opened up the potential for many new types of interaction.
However, despite the potential of these devices reflected by
the growing market size and body of VUI research, there is
a lingering sense that the technology is still underused. In
this paper, we conducted a systematic literature review of 35
papers to identify and synthesize 123 VUI design guidelines
into five themes. Additionally, we conducted semi-structured
interviews with 15 VUI users to understand their use and non-
use of the technology. From the interviews, we distill four
design challenges that contribute the most to disuse. Based
on their (non-)use, we identify seven opportunity spaces for
designers and AI developers to explore such as focusing
on information support while multitasking (cooking, driving,
childcare, etc), incorporating users’ mental models for VUIs,
and integrating calm design principles.

Introduction
Advances in voice technology and voice user interfaces
(VUIs) such as Alexa, Siri, and Google Home have opened
up the potential for many new types of interaction. These
technologies automate simple tasks and enable hands-free
experiences, providing convenience and efficiency. Firstly,
being operated by voice instead of vision or hands, these
technologies have the potential to assist users during mul-
titasking — when their hands are busy and attention is not
fully focused — such as checking the temperature outside
while dressing or changing the music while driving. Sec-
ondly, as they are situated in our home environment, they
can help us with environment-related tasks like setting times
in the kitchen while cooking, turning off all the lights before
bed, and ordering stuff online while finding there is a short-
age of something. Additionally, VUIs are often in shared
spaces and can thus be used by multiple people at once —
anyone can change the music in the living room without the
need to hold a controlling device like a remote or a phone. In
many ways, these devices have created the potential for the
long-standing HCI visions of usable computing by enabling
ubiquitous computing as well as accessible and calm design.
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However, despite the potential of these devices, there
is a lingering sense among customers that the technology
is still underused. Both user experience studies (Mavrina
et al. 2022; Trajkova and Martin-Hammond 2020; Voit et al.
2020; Kim 2021; Cho, Lee, and Lee 2019; Lopatovska et al.
2019) and marketplace review analysis (Fruchter and Lic-
cardi 2018) report that VUI users are infrequently using or
even abandoning the technology after their purchase. Mul-
tiple reasons contribute to the minimal use and non-use:
limited use cases, cumbersome setup experiences, and dif-
ficulty in discovering new use cases (Trajkova and Martin-
Hammond 2020). However, it is unclear how to design VUIs
better such that their potential might be reached.

To understand the landscape of known challenges in de-
signing VUIs, we conducted a systematic literature review
of 35 research papers containing design principles. These
papers either provide VUI design recommendations or eval-
uation heuristics. After a thematic analysis, we synthesized
123 design guidelines from these papers into five themes: 1)
enhance basic usability, 2) customize for user contexts, 3)
speak users’ language, 4) design simpler interactions, and
5) establish reliability. Each theme contains multiple sub-
themes with actionable pathways to realize the theme and
improve user experience.

To provide a concise list of AI design challenges and op-
portunities, we conducted in-depth interviews with 15 VUI
users to explore and understand the reason for their use
and non-use of the technology. We asked about their gen-
eral experiences with their VUI device(s), with an empha-
sis on what was and was not useful about the device, in-
cluding their daily interaction with the device, degrees of
understanding of VUI-specific concepts, and future expecta-
tions. Analyzing the interview data using affinity diagram-
ming, we found that there exist four major challenges that
contribute the most to their non-use of the technology: 1)
inefficiency of input and output, 2) gap between users’ ex-
pected and VUIs’ actual capabilities, 3) poor discoverability
and 4) the lack of affective responsiveness.

Based on the successful use cases in the interviews, we
present seven opportunities for designers and AI develop-
ers in building future VUIs: focusing on information support
while multitasking (cooking, driving, showering, childcare,
etc.), incorporating users’ mental models for VUIs, and in-
tegrating calm design principles into AI design.



Related Works
History of VUIs and Smart Speakers
In the early 2000s, VUIs were introduced to the general
public through interactive voice response systems which op-
erated over the telephone. These systems could understand
human speech and complete simple tasks (Pearl 2017). By
2011, voice recognition had improved to the point where
Apple integrated Siri into mobile devices enabling hand-free
interaction and popularizing the idea of a voice assistant
(Gupta and Carew 2012; Allworth 2014). Steady improve-
ments in machine learning and the availability of signifi-
cant datasets fuelling them continually improved the quality
of speech recognition and interaction with the technology
(Team 2017; Reeves et al. 2018).

In 2014, the concept of smart home and modern home as-
sistants appeared as Apple released its first home kit. Later,
many leading technology companies like Google, Amazon,
Xiao Mi, etc. also released their voice assistant specifi-
cally aim to control all smart devices in a household set-
ting. Working actively with users in their daily life by au-
tomating simple tasks and enabling hands-free interactions,
these new stand-alone devices opened up great potential for
new interaction between the users and the voice technol-
ogy. As these companies are vying for control of your home
as well as the increasing stay-at-home behavior during the
pandemic, more people adopt a device-based home assis-
tant (National Public Radio 2020). In 2017, around 46%
of American adults were using voice assistants while only
8% of Americans were using the technology via a separate
stand-alone device like Alexa or Google Home (Olmstead
2017). In 2022, 62% of American adults are using voice as-
sistants, and 35% of American adults are using their own
stand-alone smart speaker devices at home (National Public
Radio 2022).

Ubiquitous Computing and Calm Technology
Mark Weiser’s vision of ubiquitous computing (Weiser
1991) depicted a future with computers and screens of many
sizes embedded into all aspects of our lives. As a new way of
thinking about technologies, these computers serve in con-
cert to help people complete tasks without effort. With the
wireless communication that ties all the diverse functions of
the computers, Weiser believes that in the future homes, of-
fices, campuses, and cities, there will contain hundreds of
these tiny computers around us (Weiser 1991, 1998). Al-
though VUIs were not the explicit focus of the original vi-
sion, it is still consistent with the notion of having quick and
easy access to information under different circumstances.

However, this proliferation of technology comes with a
serious downside. As users receive more information and
have complex interactions with the devices, they experi-
ence sensory overload (Shedroff 2000). Experiencing mul-
tiple sensory cues (visual, audio, vibration, etc.) at the same
time (Feng, Dey, and Lindeman 2016), receiving constant
notifications (Pielot and Rello 2015), and having long-time
online social interaction (Matthes et al. 2020) overwhelm
our ability to process and respond to information.

Responding to information overload created by the high-
maintenance technology, Mark Weiser and John Seeley
Brown pointed out the potential of calm technology. The the-
ory of calm technology states technology should help users
focus on the things that are important to them rather than
creating panic (Weiser and Brown 1995, 1996). Amber Case
also published a list of actionable guidelines (Case 2015) for
designers in designing calm technology. Most of the guide-
lines shared the themes of “requiring the smallest possible
amount of attention,” “informing and creating calm,” and
“making use of the periphery of attention.” Thus, the calm
technology concept reflects the vision of making computing
situated and invisible as well as making users feel calm and
focused.

An attention graph for a tea kettle (See Figure 1) reflects
how technology seeks for and captures attention from users
during the water boiling process: the attention is relatively
high when the kettle is being set up but diminishes when the
user walks away from the kettle, and eventually the kettle
is forgotten. When the kettle shouts, all attention is drawn
back to the kettle’s state, and the user runs to pick it up
(Case 2015). As more and more similar non-calm designs
like this appear in users’ daily technology experiences,
the high maintenance will overload users’ senses. Thus,
instead of capturing users’ full attention in a short period of
time, many calm technology designs suggest that designers
should make use of both the center and the periphery of our
attention to minimize the burden (Weiser and Brown 1995,
1996; Case 2015).

Figure 1: Attention Graph for a Boiling Tea Kettle by Amber
Case (Case 2015). The graph shows how much attention is
captured by a tea kettle while it’s boiling water: the attention
is relatively high when the kettle is being set up, but dimin-
ishes when the user walks away, and eventually the kettle is
forgotten. When the kettle shouts, all attention is drawn back
to the kettle, and the user runs to pick it up.

Ambient displays, serving as a screen that is always on
without touching, provide an additional affordance to ac-
cess more information and complete tasks while following
the calm design vision by not dominating users’ attention
and cognitive load (Occhialini, van Essen, and Eggen 2011;
Tentori, Segura, and Favela 2009; Kučera 2017; Jafarinaimi
et al. 2005; Cho and Saakes 2017). Connecting with VUIs,
this multimodal design helps visualize the information that
is hard and inefficient to share verbally. Also, it contributes
to the overall interaction experience as users could complete
tasks quickly with more information given by the display
(Yu et al. 2018).



Mental Models of VUIs
Recent research has shown that the mental model of technol-
ogy informs people’s perceptions of its role and capabilities
(Gero et al. 2020; Davidoff et al. 2006). The strong person-
ification of these smart speakers — humanized voices and
human names — leads to users’ belief that the devices can
be modeled as human, thus making users intuitively refer
to them as human and assume that it has human intelligence
(Purington et al. 2017). Additionally, the term “smart” home
and the devices’ branding as ”intelligent assistants” let peo-
ple have high expectations of the system performance. This
can lead to a mismatch between the expectations and the ac-
tual capabilities of VUIs (Mavrina et al. 2022). New users
with little experience with VUIs tend to draw high expec-
tations from their past experiences of human-human inter-
action (Luger and Sellen 2016; Cho, Lee, and Lee 2019).
However, after finding the system lacks human-like abilities,
new users often feel disappointed. Their mental model of the
VUIs as having human-level intelligence and capabilities set
them up for this disappointment.

Study 1: Systematic Literature Review
Through a systematic review of 35 related literature, we
want to understand what themes are shared among the ex-
isting VUI design and development guidelines. In total, we
identified and synthesized 123 guidelines from the papers
that offer design recommendations or evaluation heuristics.

Method
We found 35 related literature that provides future design
guidelines for a voice interface, intelligent voice assistant, or
Alexa through the ACM Digital Library and Google Scholar.
Using and combining a variety of terms to form our search
queries, including “voice interface,” “user experience,” “de-
sign,” and “Alexa,” we later found an extensive list of ar-
ticles. They cover a wide range of human-centered design
research topics: designing for marginalized groups, collab-
oration work, household usage, and personal skill develop-
ments and training. 30 out of these 35 papers conducted user
studies, through experiments, diary studies, focus groups,
semi-structured interviews, etc. 10 of the papers conducted
literature reviews to map future design guidelines, and 5 pa-
pers shared both methodologies. Also, more than half of the
papers are published at ACM CHI Conference on Human
Factors in Computing Systems (18 out of 35 papers) and in
recent two years (20 out of 35 papers). (See Appendix A.
Figure 2 for Detailed Descriptive Data Visualization).

Research Questions:
• What are some themes that the design guidelines

shared across these papers?
• What are some higher-level visions and lower-level

sub-themes behind the themes?

All 35 papers provide guidelines: 14 of them generate de-
sign recommendations, while 19 of them formulate evalua-
tion heuristics. Finally, identifying and extracting all the de-
sign recommendations and evaluation heuristics, we found
123 VUI design guidelines in total. We put all the guidelines

into a shared list and generated a basic codebook by reading
through them. We analyzed and synthesized the guidelines
to find the key similarities among their directions and visions
reflected in their design guidance. The final themes and sub-
themes have been iterated over ten times to best capture the
future vision given by the design guidelines.

Findings
From our systematic literature review, we synthesized and
generated five major themes that are shared among the 123
design guidelines: 1) Enhance Basic Usability, 2) Customize
for User Contexts, 3) Speak Users’ Language, 4) Design for
Simpler Interactions, and 5) Establish Reliability.

Under each theme, there are also a few sub-themes with
a specific approach to realizing the theme. In total, we pre-
sented five major themes and fourteen sub-themes. The ba-
sic usability has six sub-themes, while the other themes only
have two or one. (See Appendix B. Table 1. Lit Review
Themes & Example Guidelines)

Theme 1. Enhance Basic Usability (52): Fifty-two guide-
lines mention enhancing VUIs’ basic usability, which in-
cludes user control, error control, discoverability, multi-
modality, compatibility, etc. These major sub-themes all
echoed Nielsen’s heuristics (Jakob Nielsen 1994) and early
evaluation heuristics for VUIs (Dybkjær and Bernsen 2001).

Promoting error prevention is mentioned in 21 guide-
lines. Users usually encounter unfamiliarity interacting with
VUIs as it is so different from their previous experiences
with other technologies (Begany, Sa, and Yuan 2015). Thus,
designers should help users avoid the potential happening
of errors by “making the system status clear (Murad et al.
2019),” “confirming input intelligently (Wei and Landay
2018),” and “handling ambiguous and underspecified utter-
ance (Sciuto et al. 2018).” Providing VUIs more affordances
to prevent errors, users could use the technology more con-
fidently without encountering hardships during their early
learning stage, thus prompting their adoption and frequent
usage of the technology (Wei and Landay 2018).

Strengthening user control over VUIs is mentioned in 13
guidelines. Users could control and operate VUIs according
to their preferences and needs: “enable users to share own-
ership with others (Zhang, Su, and Rekimoto 2022),” “mute
or filter notifications (Vacher et al. 2015),” “provide abilities
for users to control and interrupt (Maguire 2019).” Estab-
lishing a sense of control for users could help reduce errors
and ambiguities while it is also key to generating security
and trust in the system (Zhang, Su, and Rekimoto 2022).

Leveraging the multimodality of VUIs is mentioned in 7
guidelines. Incorporating visual, haptic, and audio interac-
tions could provide users with more information while in-
forming calmness. “Visually marking [the window that asks
for attention] (Vacher et al. 2015)” and “making use of ver-
bal and non-verbal cues (Axtell and Munteanu 2021)” do
provide indication for understanding and enrich users’ ex-
periences with the system (Luo, Lee, and Choe 2020).

Improving system compatibility is mentioned in 4 guide-
lines. VUIs should be well integrated and function with
users’ frequently-use devices and services (López, Quesada,



and Guerrero 2018; Sciuto et al. 2018), like phones or Apps
that people are using daily. Thus, the integration of the ser-
vices with VUIs largely determines how much money users
want to invest and how frequently users will interact with
the technology ecosystem (Sciuto et al. 2018).

Enhancing system discoverability is mentioned in 4
guidelines. Low discoverability means that users cannot eas-
ily explore what features, interactions, and experiences are
available to them. Due to a lack of a physical screen, VUIs
could hardly share a new feature or related information
quickly. Thus, leaving much potential by missing helpful in-
teractions, users will just stay with the basic use cases and
not learn new things (Sciuto et al. 2018). Thus, design guide-
lines mentioned easing the feature-finding process (Gollasch
and Weber 2021), utilizing data mining (Sciuto et al. 2018),
using previous responses (Striegl et al. 2021), or giving rel-
evant feature recommendations (Kim 2021) to solve the low
discoverability of the VUIs.

Facilitating error recovery is mentioned in 3 guidelines.
Allowing users to easily “exit from errors or a mistaken con-
versation (Murad et al. 2019)” avoid users getting stuck in-
side an unsolvable problem. It makes users quickly learn the
error and keep them in the natural workflow without frustra-
tion (Setlur and Tory 2022; Goetsu and Sakai 2019).

Theme 2. Customize using Users’ Context (23): Integrat-
ing the usage history, user preferences, and users’ back-
ground environment helps improve the interaction experi-
ences, thus serving as a huge topic in future VUI design
guidelines and heuristics. Responding to the mental model
of VUIs, users may expect high efficiency and capabilities of
communication from them to be ”customizable”, so design-
ers should incorporate contexts to understand users’ prefer-
ences and offer personalized interaction.

Remembering usage history and applying them to future
automation is mentioned in 13 guidelines. Being different
from the expectation, users found the VUIs’ contextualiza-
tion is still insufficient as they do not remember many im-
portant things as they expect AI ”should be learning”. Thus,
many guidelines include providing specific accommodations
for users’ frequently-used commands (Pan et al. 2022). Also,
based on users’ needs, VUIs should make the interaction
more efficient and useful: ”Maintaining user profiles to de-
livering personalized experiences (Sabir, Lafontaine, and
Das 2022)” through ”associating contents and commands
with specific users (Zhang, Su, and Rekimoto 2022)” or
”employing territorial markers to help them avoid activity-
and preference-related conflicts (Zhang, Su, and Rekimoto
2022)”, the context-enabled automation will help users’ in-
teractions with VUIs become more efficient and effective
(Pan et al. 2022; Axtell and Munteanu 2021).

Designing user-centered proactive adaption for special
user groups, like parent-kids interactions, seniors, and peo-
ple with diverse abilities, is mentioned in 6 guidelines. For
example, the amount of the VUI automation involved in
the interaction (Zhang et al. 2022) and responding con-
tents (Kim 2021) should be adapted based on the capabil-
ities and background of the users. Also, designers should
utilize the ”social-justice oriented design” and spend more

effort understanding tools delegated for ”the overburdened
and under-appreciated workforce. (Bartle et al. 2022)”

Leveraging the physical background environment is men-
tioned in 4 guidelines. Similar to Mark Weiser’s idea on
ubiquitous computing, many guidelines suggest using sen-
sors (Reddy et al. 2021) and location markers to ”modify its
level of proactivity, listen for particular commands, and offer
more appropriate suggestions for users (Zhang et al. 2022).”

Theme 3. Speak Users’ language (23): Many guidelines
mentioned that the VUIs should speak users’ language in-
cluding using conversation-like language and expressing hu-
man emotions throughout the interaction. (Yang, Aurisic-
chio, and Baxter 2019). This topic echoes the users’ mental
model of smart assistants as they are expecting high adapt-
ability of the system to their needs and preferences. Filling
the gap in (Murad et al. 2018), this theme also relates to the
consistency and naturalness in Nielsen and other heuristics
(Jakob Nielsen 1994; Dybkjær and Bernsen 2001).

Accommodating conversational language is mentioned
in 17 guidelines. Future designers should make VUIs use
human-like language and patterns to sound more natural
(Kim et al. 2021). These human-like conversation ”tricks”
includes turn-taking (Alrumayh, Lehman, and Tan 2020;
Wei and Landay 2018; Murad et al. 2021), re-mentioning
previous contents in the chat history (Wang et al. 2020),
back-channeling (Cho et al. 2022), and understanding and
applying social cues (Alrumayh, Lehman, and Tan 2020).
Human-like conversations and communication strategies
will build trust between the users and the system, thus lead-
ing to frequent usages (Davidoff et al. 2006).

Anthropomorphizing human emotions and expressing af-
fective responsiveness are mentioned in 6 guidelines. De-
signers should make sure VUIs could express interest to
users: show empathy and emotional responsiveness (Kim
et al. 2021; Wang et al. 2020). As the interaction between
users and VUIs becomes more affective and natural, users
will become more engaged and establish more trust in the
system (Kim et al. 2021).

Theme 4. Design Simpler Interaction (16): Many design
recommendations and evaluation heuristics focus on the
conciseness and simplicity of the interactions between users
and VUIs. Responding to Mark Weiser’s vision (Weiser and
Brown 1995, 1996), the conciseness and the simplicity both
help users minimize cognitive load (Alrumayh, Lehman,
and Tan 2020) and optimize the users’ time, thus allow-
ing users to focus on the information that is more crucial
(Nowacki, Gordeeva, and Lizé 2020). Filling the gap in (Mu-
rad et al. 2018), it also echoes both the ”minimalist design”
in Nielsen’s heuristics (Jakob Nielsen 1994) and the ”the
right amount of technology is the minimum needed to solve
the problem” in Calm Technology (Case 2015).

Designing for shorter conversation is mentioned in 8
guidelines. Keeping the input and output concise as well as
acknowledging users before a long interaction are important
(Wei and Landay 2018). Thus, guidelines mention ”maxi-
mize efficiency (Zwakman, Pal, and Arpnikanondt 2021)”
and ”be concise and to the point based on the user’s intent
(Alrumayh, Lehman, and Tan 2020),”



Designing for simple conversation between users and
VUIs is mentioned in 8 other guidelines. In addition to time
efficiency, VUI designers should keep the interaction struc-
turally (Wei and Landay 2018) and acoustically (Zwakman,
Pal, and Arpnikanondt 2021) simple to avoid confusion.

Theme 5. Establish Reliability (9): As a huge section in
security and privacy, the reliability of VUIs is largely con-
cerned. People are always concerned the technology is al-
ways listening and stealing personal data as they are taking
advantage of its special setting in users’ homes (Lau, Zim-
merman, and Schaub 2016; Malkin, Egelman, and Wagner
2019; Tabassum et al. 2019; Javed, Sethi, and Jadoun 2019).

Establishing a reliable perception of VUIs is mentioned in
9 guidelines. It includes ”providing an additional feedback
(Reddy et al. 2021; Alrumayh, Lehman, and Tan 2020),” ex-
plicitly including warning messages and consequences (Zu-
batiy et al. 2021; Chalhoub et al. 2021), and indicating sys-
tem contexts between native and third-party skills for the
users (Major et al. 2021).

Study 2: User Interviews
To better understand users’ challenges that lead to their non-
use, we conducted 15 in-depth interviews with Alexa users.
From there, we distilled insights about their obstacles in
using Alexa and generated future design opportunities to
bridge the challenges of non-use.

Method
Between October 2021 and February 2022, we conducted
semi-structured interviews with 15 users of Alexa, who ac-
tively use Alexa in their daily life. We specifically chose
Alexa to formulate our interview because it now shares the
largest market share and it has been the leading brand of
VUIs and smart speakers (Reportlinker 2022).

We reached out and recruited the participants through a
college-wide email network that enabled connections with
people from various backgrounds and age groups. Each in-
terview session lasted for one hour. With exemption from
the Institutional Review Board (IRB), we paid each par-
ticipant $20 for their time. We anonymized all the names
and identifiable information of the participants. Participants
also received a consent form before their interview. With
their consent, the interviews were conducted online through
Zoom where we audio-recorded and transcribed the inter-
views. The user interviews aimed to understand the users’
experiences with Alexa, with an emphasis on what was and
was not useful or enjoyable about the device. We broke the
interview process into sections to help us better understand
their daily routine with Alexa, their enjoyment and frus-
tration with Alexa, degrees of understanding of Alexa and
Alexa-specific concepts like skills, and future expectations.

After conducting the interview, two individuals coded the
interviews and picked the standing-out quotes. Then, they
generated codes to find the overarching themes of the chal-
lenges and enjoyable moments they encountered during their
usage. Finally, they list all the information on an affinity di-
agram that contains all the themes shared among users.

Findings: Challenges
From the user study, we found four major challenges that
specifically contribute to users’ non-use: 1) inefficiency of
input and output, 2) the gap between users’ expected and
VUIs’ actual capabilities, 3) poor discoverability and 4) lack
of affective responsiveness. Mapping from these challenges
that lead to non-use as well as their enjoyment with VUIs,
we generated seven future opportunities for AI designers.

Challenge 1: Inefficiently of Input and Output Many
users reported that they initially want to use Alexa since
they want to finish the task as quickly as possible and eas-
ily since it provides a hand-free usage scenario. These save
them time and effort in finding and using the traditional
physical screens or objects to complete the task:

“Reducing the number of steps to get things. . .
[has] been a trend in technology. The steps to com-
plete a task are lower and lower until you don’t have
to do anything by hand.” (P9)

Saving users time and effort becomes the main reason and
the driving expectation for the users to use Alexa to com-
plete their tasks. However, opposite to the users’ imagined
capabilities of the VUIs, many users responded that they
met many hardships coping with Alexa to complete a simple
task efficiently, including the Alexa speaks so slowly (P10),
it needs multiple rounds of back-and-forth conversations to
complete a simple task (P1), Alexa cannot understand some
complex queries that include many elements (P3), or they
think Alexa always give many useless follow-up questions
or hints that waste their time (P11, P14). P11 mentioned that
Alexa always prompts to set up some irrelevant features af-
ter every command. For example, when they asked Alexa for
the weather and temperature outside, Alexa would later ask
them if they would like to set up another feature.

“[I thought] Alexa is an efficient speaker and
alarm system. . . I always felt it slowed me down. . . I
don’t get it. I feel I can do anything in seconds.” (P5)

Thus, the contrast between the imagined efficiency and the
actual tedious and irrelevant interactions contributes to user
frustration. Users will quickly find alternative ways to com-
plete the tasks and finally reach non-use.

Challenge 2: Gap between Users’ Expected and VUIs’
Actual Capabilities Similar to the highly-expected effi-
ciency, users also overestimate the capabilities of Alexa in
understanding queries and handling searches and answer-
finding. Some users compare the search performance and
experiences of Alexa devices to Google and other search
engines (P1). However, Alexa sometimes understands users
incorrectly and can hardly recover from errors.

“[I] wouldn’t trust her to do a very complex
search. She would misunderstand something along
the way. She would interpret something else, or would
get the words wrong. . . There’s no point to easily go
back. There’s no “let me go back and clarify.” (P3)

Thus, after getting stuck in repeating the conversation all
over or finding another way in completing the task, users



will get disappointed with the technology, which leads to
non-use. However, due to the limitations and biases of
Alexa’s datasets, users often encounter hardship in complet-
ing tasks that involve special terms, thus leading to non-use.

Many users also discussed their problems with Alexa’s
recognizability in the unintentional waking. The mistake
creates difficulties and unexpected experiences as Alexa in-
terrupts and slows users’ tasks.

“Whenever someone says Alexa/or something that
sounds like it and she lights up and starts talking. . .
mistaken interaction...Issues with talking to one and
then the other gets activated.” (P12)

Alexa’s recognizability also falls while taking queries that
are culture-specific or from a user with an accent. Alexa
has trouble understanding specific cultural or social terms
that are tied to underrepresented cultural groups. For ex-
ample, P7 mentions that Alexa could not understand them
while communicating non-English song names, like Bolly-
wood music, Latinx, and Afrobeats. Similarly, P15 shared
that Alexa always messed up with Arabic music names so
they have to manually select them. Also, P15 shared that
they found their parents need to repeat themselves while us-
ing Alexa as Alexa hardly understands their Indian accent.
Thus, most of the users who encountered hardships in recog-
nizability ended up feeling disappointed at Alexa and using
their phones to play music instead, thus leading to non-use.

Challenge 3: Poor Discoverability Many users also shared
their challenges in learning and discovering new use cases
in the technology. They met many troubles in adopting the
device and integrating them closely into daily life. Firstly,
users faced many difficulties during the system setup stage
because there isn’t enough information or previous experi-
ence in setting up a non-digital interface. For example, users
were confused about the compatibility of Alexa while con-
necting them to other devices that they typically use. Also,
due to the loss of visual screens, users could hardly explore
the new use cases visually. Thus, finding it out of their habit
and too time-consuming, users lost their motivation in find-
ing new features or skills to use in Alexa.

“There’s not enough information when you set up
the device...[Everytime when they want to discover
more features,] it was more than one step and I didn’t
have time to figure that out..” (P1)

Due to the complexity of Alexa skills and related termi-
nologies, users also face hardships in understanding how to
use Alexa with the correct syntax. P3 and P8 mentioned that
they learned and adjusted their query sentences after finding
Alexa didn’t get their message in the first place.

“[It] still feels like [you are] operating a com-
mand line where you have to use syntax. You’re mak-
ing it behave like a computer to speak to it. The whole
point was conversational and natural. Let it be un-
hinged, closer to messy humans.” (P8)

Thus, hindering users’ discovery of new features, users
could hardly find new use cases to improve their usage of the
technology. Without continuous and new interactions, users

won’t formulate a mental habit of using Alexa in replacing
their mobile phones or laptops, which they typically have
more experience and spend more time on. Thus, some users
will use other technologies that have similar affordances.

“I’m a very visual person. . . For music, it feels
easier on my phone: like the experience of scrolling
through the playlists on my phone.” (P5)

Without a chance to learn the features closely, users like P5
may easily miss the chance of earning a mental model of the
technology usage. Thus, the low discoverability and barriers
in adopting a mental habit of using Alexa continuously make
users feel the experiences out of habit. Users may experience
minimal usage and eventually abandon the technology.

Challenge 4: Lack of Affective Responsiveness Many
systems and user experience design problems on contex-
tual relevance contribute to the challenges for users to ac-
cept Alexa. Even though literature shows that the personi-
fication of Alexa affectively connects users and the device
(Purington et al. 2017), Alexa actually cannot understand
users’ moods nor express their own emotions with the users
during the interactions.

“[VUIs have] no understanding of what mood
you’re in. It feels like a tool rather than a being. That’s
why it’s hard to emotionally connect. You can’t have
an emotional or adult conversation with it. Although
it cosplays as that. Feels like you are using a computer
rather than talking to a person.” (P8)

P8 expressed disappointment about the VUIs’ lack of emo-
tions and they mentioned that they no longer express emo-
tions in front of Alexa. As the affective connectivity between
the users and VUIs contribute to the trust establishment and
user engagement, the lack of affective responsiveness of the
system will increase the risk of user non-use.

Findings: Opportunities
Responding to the challenge categories, we develop seven
related opportunities for future AI designers and developers.
Exploring further design directions, we aim to bridge the
gap between users’ needs or expectations and the future AI
development of the smart speakers and their ecosystem.

Opportunity 1. Explore Use Cases to Understand and
Support Information While Primary Task Many users re-
ported that they use the device while doing some other tasks
that partially or fully take their hands and attention away:
situational impairments. For example, many usage scenarios
are like playing music or radio while getting up (P15), ask-
ing for the weather while dressing (P12), hearing the news
while making breakfast (P3), or setting timers while cooking
(P13). If the users want to learn some other information from
the VUIs while multitasking, they are definitely in need of
a system based on voice interaction so that doesn’t need to
use their hands to touch the phone screens.

In addition to being hands-free, users also look for eye-
free technology while dealing with some more complex and
high-stake scenarios. For example, when parents want to ask
about the weather outside while they are dressing their chil-
dren, they could hardly pull their attention and hands away



from their children. Thus, users with similar special needs
like parents, drivers, or the vision impaired, are looking for
extra affordances and personalization of VUIs to accommo-
date this vision-free technology. How can AI Help? Pow-
ering users under these scenarios, a more targeted contex-
tual information gathering and an in-depth segment analysis
should be applied to the users’ general usage scenarios as
well as personalized ones according to the user’s daily rou-
tine. After understanding users’ persona better through more
contextual signals and deep learning, special modes support-
ing personalization, understand an incomplete query, or en-
able shortcuts will be automatically turned on to fit users’
needs and their situational impairment accordingly.

Opportunity 2. Focus on Short Commands rather than
Extended Conversations Users find it difficult to have an
extended conversation with VUIs. Instead, many success-
ful interactions used single short commands to complete
the tasks (P1, P5, P6, P8, P9, P14). For example, com-
mands such as “Turn on the light”, “Play Disney Classics
on Spotify”, and “Is ficus dangerous for dogs” are quick
and achieve an important goal. This is consistent with the
“one-breath test” (Blankenburg 2018) for Alexa develop-
ers which states that both questions and responses should
be short enough that people can speak them in one breath.
However, since people now are having more and more appli-
cations and devices, some of their commands will become
more complicated. Thus, VUIs should be capable of taking
and understanding a short but more complex command: a
single-sentence command with multiple equally important
contents. For example, the user wants to ask Alexa to play a
certain song by their preferred singer from one of the stream-
ing services, or the user wants to set three consecutive times
in 5 min, 10 min, and 20 min to prepare for dinner. Thus,
there will be at least three important elements in each single-
sentence query. Currently, many VUIs still miss some of the
components and give wrong results back to the users, thus
leading to disappointment and non-use. How Can AI Help?
Along with the advances in natural language processing es-
pecially in Question Answering and the contextual data gen-
erated by the users, VUIs could better capture the users in-
tends from either short, long, and complicated commands.

Opportunity 3. Integration with Other Devices and Ser-
vices Better integration and compatibility with various de-
vices and App services matter to both users and developers.
P7 mentioned the biggest turn-off is that Alexa does not in-
tegrate well with an iPhone while all Alexa users they know
have iPhones. Currently, the hardship in developing VUIs,
like Alexa, are largely resulting from ground-level system
design, like the Alexa Presentation Language. For example,
users could hardly search for and find their scheduled events
stored in their calendars from their Alexa devices. In the first
place, the developers face troubles in building more skills
and connecting to more Apps or Web services that users tend
to use, thus leading to the users’ bad experiences in finding
their wanted features on VUIs. According to much literature
and heuristics on the compatibility and connected services,
it is important to make the whole VUI system reachable for
both users and developers to connect with other devices and

platforms, and services. How Can AI Help? In addition to
the development support for developers, better integrations
with wearable devices helps gather more data from the users
implicitly. Deep learning based on the diverse data inputs
could power the personalization experiences and contribute
to the ambient vision of VUIs.

Opportunity 4. Understand Emotions and Provide Affec-
tive Responsiveness The understanding of emotions could
benefit the people who are frequently talking to the device
and looking forward to emotional feedback. However, P8
shared that VUIs still lack emotional and affective respon-
siveness to their users. Previous literature (Wang et al. 2020)
on using voice interfaces to help with communication and
public speaking shows that users could receive validation
and comfort from a voice agent, thus helping with estab-
lishing confidence and expressing themselves. How Can AI
Help? Deep learning based on more frequent detections on
the users’ talking speed, speech tone, mood, and general us-
ages of the verbal and nonverbal cues could help understand
users’ sentiment and affective experiences. With an interven-
tion of emotions and affective voice responses adapting to
users’ needs, VUIs could establish a close relationship with
users and replace human caregivers as an ”integral mem-
ber of people (Ramadan, Farah, and El Essrawi 2021)”, thus
prompting their future usage and future research understand-
ing the affective aspects in human-agent interaction.

Opportunity 5. Smarter Interactions by Learning User
Preferences There is a need to make the interaction shorter
and smarter to fit into the quick pace of the user’s life: from
both literature reviews and user interviews, many examples
show that people wanted to have more targeted and person-
alized responses (P8). For example, when it is going to rain
outside, the VUIs should respond to the users who asked
about the weather quickly the time when it will start raining,
and how long it will last. In this case, VUIs should prioritize
the contents that are delivered to the users based on users’
preferences and the physical context. Here is the VUI’s re-
sponse after asking about the weather: “Currently, in [city
name, state/country name], it is xxx degrees and light show-
ers. Today, there will be heavy rain with a forecast high in
xxx and a low in xxx. Due to the current humidity, it feels
like it’s xxxx degree.” As the response gets to over three sen-
tences and doesn’t provide the exact start time of the rain,
users could easily miss the point that they need to take an
umbrella with them. However, it will also be helpful if the
users could choose the information they want to hear or en-
able the “smart learning feature” to better understand their
preferences. Thus, offering users the information they want
and need to know under the context and their preferences
is a plus for user experiences. How Can AI Help? Incor-
porating interactive machine learning, VUI systems could
implicitly understand and capture users’ intents to optimize
experiences: automate the same tasks being used everyday,
offering personalized shortcut, and generating supplemental
information with multimodality.

Opportunity 6. Promote Social Learning from Obser-
vations and Tutorial Videos Discoverability of the device



sometimes largely relies on the company itself in the sys-
tem design. However, external efforts could also contribute
to this and help people learn new information about their
device, thus possibly changing the users’ non-use. In most
cases, it’s hard to learn about new tricks or hacks in using a
smart home device since most of the usage is during private
times and in their personal space. However, P2 mentions
that they adopt many Alexa tricks from seeing Ad videos of
Alexa: “There is a guy in the kitchen showing all the things
he was doing with his Alexa while cooking. That’s how I
learned.” Thus, as high-capacity media, videos and video-
based social media platforms like TikTok or YouTube pro-
vide many tricks in using VUIs. For example, the viral tag
#alexahack on TikTok has received 33.4 million views by
Sep 2022. Thus, while seeing some openly shared tutorials
online, users will quickly turn down their phones and inter-
act with their devices to play with the new trick. Similarly,
the social networks and groups run by VUI users like Reddit,
Stackoverflow, or brand-specific forums like Alexa Devel-
oper forums are all powerful in sharing usage experiences,
problems, and tricks of VUIs. How Can AI Help? With the
advances of large language models and text-to-image gen-
erative models, users could easily create a sharable experi-
ences with others. Thus, in this way, people who are inter-
ested in replicating online tutorials or videos could easily
find one and learn from it, helping with their future conve-
nience and use of the VUIs.

Opportunity 7. Build Towards a Future of Calm Tech-
nology An interesting future direction is to integrate more
principles or considerations from calm design into the de-
velopment and design of the VUI device. Similar to the calm
technology and ubiquitous computing vision, future interac-
tions with VUIs are considered to be efficient and focused.
Users could use this assistant technology and integrate them
well into daily life. P7 and P10 mentioned that they usu-
ally use VUIs to avoid looking at a digital screen or using
their phone. However, technology companies use the met-
rics like users’ screen-tapping frequency and screen time
to evaluate user engagement. Thus, attention-seeking design
and complicated interactions are built to ask users to stay
on the screen and the APP, thus taking a lot of users’ atten-
tion. In contrast, without the demand for much of your at-
tention as the phone and efforts, VUI could complete users’
tasks verbally, meeting their needs and providing a better ex-
perience. Previous works in the ambient display along with
the VUIs also contribute to the promising future of the tech-
nology. As the ambient display requires little user attention
but is more capable of delivering visual information, it will
largely increase the information capacity that users could
gather from the interactions in the VUI ecosystem. The de-
velopment of ambient displays also opens up possibilities
for exploring calm design principles both visually and ver-
bally and future research on human-VUI interaction. How
Can AI Help? Various devices powered by ubiquitous com-
puting help gather users’ data implicitly and easily. Without
explicit inquries, the device could understand user profiles
and intents progressively with interactive machine learning,
thus delivering a more personalized and ”calm” experience.

Limitations
Study 1: The list of the 35 papers takes over one month to
finalize. Thus, even though we searched the database with
the same queries, the search results varied throughout the
month. Also, we only the default Relevance filter on ACM
Digital Library and Google Scholar, so there must be some
new papers that we missed from the search. Study 2: Partic-
ipants are only Alexa users and they don’t all have the same
version of the Alexa device installed. Also, some partici-
pants have multiple devices and share devices with family
members or roommates while others use one device individ-
ually. Also, we didn’t interview any seniors or special pop-
ulations who use Alexa or other VUIs, and we only focus
on the users’ perspectives. There are definitely many chal-
lenges and opportunities from the perspective of developers
and stakeholders. We also limit the size of user interviews
and literature reviews on guidelines.

Conclusion
To understand the design challenges that lead to non-use
and to map future opportunities, this paper conducted a sys-
tematic literature review on 123 design guidelines from 35
publications in designing VUIs and user interviews with 15
users. Findings from the literature review present five ma-
jor themes: 1) enhance basic usability, 2) customize for user
contexts, 3) speak users’ language, 4) design simpler inter-
actions, and 5) establish reliability. From the interview, four
challenges are identified in contributing to users’ non-use: 1)
inefficiency of input and output, 2) gap between users’ ex-
pected and VUIs’ actual capabilities, 3) poor discoverabil-
ity and 4) the lack of affective responsiveness. Lastly, based
on the insights and challenges, we mapped the future de-
sign opportunities for VUIs to improve user experiences and
avoid user non-use, including focusing on information sup-
port while multitasking (cooking, driving, showering, child-
care, etc), incorporating users’ mental models for VUIs, and
integrating calm design principles. Our work maps further
vision of ubiquitous computing, calm design, and ambient
AI technology along with the concept of smart home.

Appendix A

Figure 2: Descriptive Data for the 35 Literature

Appendix B



Table 1: Lit Review Themes and Example Guidelines
Note: The number (#) inside the parentheses indicates how many guidelines belong to the theme.

Themes Sub-themes Example Guidelines

Enhance
Basic

Usability
(52)

Promote
Error Prevention

(21)

A12. Confirm input intelligently: [current VUIs] failed to explicitly confirm some critical actions [,
like double-checking which alarm to turn off] (Wei and Landay 2018).
[VUIs] need to provide feedback to the user explaining their interpretation of the [ambiguous or
underspecified utterance] and how it was handled (Setlur and Tory 2022).

Strengthen
User Control (13)

Provide ability for users to control and interrupt (Vacher et al. 2015).
The control users have on the processing of their actions by the system. (Nowacki, Gordeeva, and
Lizé 2020).

Leverage
Multimodality (7)

Address [low situation awareness] by providing better vocal feedback... and adding visual indication
for information that is critical to the user (Luria, Hoffman, and Zuckerman 2017)
Leverage task context and multimodality in order to provide visual or other non-verbal cues (Axtell
and Munteanu 2021).

Improve
Compatibility (4)

Smart Home Framework: the compatibility of the [VUIs] with smart home devices (López, Quesada,
and Guerrero 2018).
Integrate [the VUIs with] not only smartphones but also connected televisions, computers, and other
screen-based devices (Sciuto et al. 2018).

Enhance
Discoverability (4)

Use responses to help users discover what is possible...rather than always say something is impossi-
ble: the system did not teach ways to ask for a result, and [users] had to guess and try multiple times
(Wei and Landay 2018).
Data mining to offer new features: ...significant challenge for [VUIs]. One opportunity is to data mine
repeated patterns of use or use common routines as scaffolding to introduce new related features
(Sciuto et al. 2018).

Facilitate
Error Recovery (3)

Provide interface affordances (visual or language) so users can refine and repair system choices
(Setlur and Tory 2022).
A17. Allow users to exit from errors or a mistaken conversation: Use a special escape word globally
(e.g. ”Stop”)... [or] non-speech methods when speech fails (e.g., push a physical button) (Wei and
Landay 2018).

Customize
for User
Contexts

(23)

Remember
Usage History (13)

Remember User Profiles to Deliver Personalized Services: store a vast amount of information specific
to the user, such as personal profiles or preferences (Kim et al. 2021)
Enable user to employ territorial markers to help them avoid activity- and preference-related conflicts
by communicating their preferences or staking a claim to the device or data (Garg 2022).

Design for
Diverse & Sensitive

Populations (6)

Enriching the responding contents when executing these commands might give older adults a chance
to find more features and functionalities (Kim 2021).
Adopt social-justice oriented design methods...when building [VUIs] in home health care contexts
(Bartle et al. 2022).

Leverage
User’s

Environment (4)

Integrate the functionality of ubicomp sensors: install additional sensors in the home that can serve as
automatic warning alarms, for example, if the stove is left on or if there is a water leak. [or] whether
someone is within earshot before triggering interactions (Reddy et al. 2021).
Leverage knowledge of place: [As the VUIs] is in a living room versus a bedroom, it can modify
its level of proactivity, listen for particular commands, and offer suggestions for new uses (Nowacki,
Gordeeva, and Lizé 2020).

Speak
Users’

Language
(23)

Accommodate
Conversational

Speech (17)

Enhancing the message interactivity of the human-[VUIs] conversation by increasing the degree of
contingency in message exchanges (Wang et al. 2020).
Tailor responses and follow-up questions to make interactions more engaging, elicit in-depth disclo-
sure, and effectively provide emotional support through these devices most natural responses (Shani
et al. 2022).

Anthropomorphize
Human’s Emotions

(6)

Employ empathetic expressions to show emotional responsiveness. When [VUIs] use phrases such
as ”I understand” or ”I can relate to you”... users are likely to perceive it being highly social (Wang
et al. 2020).
Express Sympathy; Be Interesting, Charming, and Lovable; Express Interest to Users (Sabir, La-
fontaine, and Das 2022).

Design for
Simpler

Interactions
(16)

Design for Shorter
Conversation (8)

Design for short interactions, know when it will be long: Systems can prepare for the large majority
of interactions to be a single command-answer or command-action (Axtell and Munteanu 2021).
A11. Keep feedback and prompts short: ... the [current VUIs’] responses were not always clear or
succinct, making it difficult for users to listen, understand, and remember (Wei and Landay 2018).

Design for Simpler
Conversation (8)

Minimize acoustic confusability of vocabulary (Wei and Landay 2018).
Guide users through a conversation so they are not easily lost (Murad et al. 2019)

Establish
Reliability

(9)

Establish
Reliability (9)

Add additional feedback currently the [VUIs] says “I will remind you” if you set a reminder, but
perhaps it could also have an external visual cue that is active only if there is still a pending reminder.
This additional feedback would minimize the need for participants to repeatedly ask what their re-
minders are and could contribute to building trust with the [VUI] system (Reddy et al. 2021).
Acknowledgments and confirmations: To build trust, acknowledgments need to be provided as feed-
back indicating that the user’s input was received (Alrumayh, Lehman, and Tan 2020).
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Making Everyday Things Talk: Speculative Conversations
into the Future of Voice Interfaces at Home. In Extended
Abstracts of the 2021 CHI Conference on Human Factors
in Computing Systems, CHI EA ’21, 1–16. New York, NY,
USA: Association for Computing Machinery. ISBN 978-1-
4503-8095-9.

Reeves, S.; Porcheron, M.; Fischer, J. E.; Candello, H.;
McMillan, D.; McGregor, M.; Moore, R. J.; Sikveland, R.;
Taylor, A. S.; Velkovska, J.; and Zouinar, M. 2018. Voice-
Based Conversational UX Studies and Design. In Extended
Abstracts of the 2018 CHI Conference on Human Fac-
tors in Computing Systems, CHI EA ’18, 1–8. New York,
NY, USA: Association for Computing Machinery. ISBN
9781450356213.

Reportlinker. 2022. Smart Speakers Global Market Report
2022.

Sabir, A.; Lafontaine, E.; and Das, A. 2022. Hey Alexa, Who
Am I Talking to?: Analyzing Users’ Perception and Aware-
ness Regarding Third-party Alexa Skills. In Proceedings of
the 2022 CHI Conference on Human Factors in Computing
Systems, CHI ’22, 1–15. New York, NY, USA: Association
for Computing Machinery. ISBN 978-1-4503-9157-3.

Sciuto, A.; Saini, A.; Forlizzi, J.; and Hong, J. I. 2018.
”Hey Alexa, What’s Up?”: A Mixed-Methods Studies of In-
Home Conversational Agent Usage. In Proceedings of the
2018 Designing Interactive Systems Conference, DIS ’18,
857–868. New York, NY, USA: Association for Computing
Machinery. ISBN 9781450351980.

Setlur, V.; and Tory, M. 2022. How do you Converse with an
Analytical Chatbot? Revisiting Gricean Maxims for Design-
ing Analytical Conversational Behavior. In Proceedings of
the 2022 CHI Conference on Human Factors in Computing
Systems, CHI ’22, 1–17. New York, NY, USA: Association
for Computing Machinery. ISBN 978-1-4503-9157-3.

Shani, C.; Libov, A.; Tolmach, S.; Lewin-Eytan, L.; Maarek,
Y.; and Shahaf, D. 2022. “Alexa, Do You Want to Build a
Snowman?” Characterizing Playful Requests to Conversa-
tional Agents. In Extended Abstracts of the 2022 CHI Con-
ference on Human Factors in Computing Systems, CHI EA
’22, 1–7. New York, NY, USA: Association for Computing
Machinery. ISBN 978-1-4503-9156-6.

Shedroff, N. 2000. 11 Information Interaction Design: A
Unified Field Theory of Design. Information design, 267.
Striegl, J.; Gollasch, D.; Loitsch, C.; and Weber, G. 2021.
Designing VUIs for Social Assistance Robots for People
with Dementia. In Mensch Und Computer 2021, MuC ’21,
145–155. New York, NY, USA: Association for Computing
Machinery. ISBN 9781450386456.
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